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Over the last three decades, increasingly large amounts of data have been stored electronically and this volume will continue to increase in the future.

Frawley et al. (1992) present a data mining definition: “Data Mining is the nontrivial extract of implicit, previously unknown, and potentially useful information from the data”.

Data mining is part of the knowledge discovery process and a current challenge offering a new way to look at data, as an extension of exploratory data analysis.


However there are indications that the term has already been used by statisticians in the mid-sixties of the twentieth century (Kish, 1998).

Branco, J.A. (2010) mention that the idea behind Data Mining (DM) appears when the automatic production of data leads to the accumulation of large volumes of information, which is conclusively established from the mid-decade starting in 1990.
It is a process for exploring large data sets in the search for consistent and useful patterns of behaviour in order to lead to the detection of associations between variables and to the distinguishing of new data sets.

Data mining is then the process of discovering meaningful new correlations, patterns and trends by sifting through vast amounts of data using statistical and mathematical techniques.

It uses machine learning, neural sets, regression trees and clustering algorithms, as well statistical and visualization techniques to discover and present knowledge in an easily comprehensible form.

As this knowledge is captured, this can be a key factor to gaining a competitive advantage over competitors in an industry and to improve the quality of the interaction between the organization and their customers.

To several authors data mining is known as a very important step in the process of Knowledge Discovery in Databases (KDD) which can be represented by the following steps:
1. Cleaning the data: stage where noise and inconsistent data are removed.
2. Data integration: a stage where different data sources can be combined producing a single data repository.
3. Selection: a stage where user attributes of interest are selected.
4. Data transformation: phase where data is processed into a format suitable for application of mining algorithms (e.g., through operations aggregation).
5. Prospecting: essential step process consisting of the application of intelligent techniques in order to extract patterns of interest.
6. Evaluation or post-processing: stage where interesting patterns are identified according to some criterion of the user.
7. Display of results: stage where techniques are used for representing knowledge in order to present the user the extracted knowledge.
Aldana, W.A. (2000) emphasize the difference between DM and KDD. The author refers that KDD concerns itself with knowledge discovery processes applied to databases - it deals with ready data, available in all domains of science and in applied domains such as marketing, planning and control. KDD refers to the overall process of discovering useful knowledge from data while data mining refers to the application of algorithms for extracting patterns and associations from the data.

Antunes, M. (2010) refer to the website http://www.kdnuggets.com, which centralises information relating to data mining, and where one can see that the consumption sectors, banking and communications represent about 60% of the applications of techniques data mining.
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Adapted from Antunes, M. (2010)
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- An overview of the evolution of data mining is shown in the following table:

<table>
<thead>
<tr>
<th>Evolutionary Step</th>
<th>Enabling Technologies</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Collection (1960s)</td>
<td>Computers, tapes, disks</td>
<td>Retrospective, static data delivery</td>
</tr>
<tr>
<td>Data Acess (1980s)</td>
<td>Relational Data Bases, Structured Query Language</td>
<td>Retrospective, dynamic data delivery at record level</td>
</tr>
<tr>
<td>Data Warehousing &amp; Decision Support (1990s)</td>
<td>Online Analytic processing, multidimensional databases, data warehouses</td>
<td>Retrospective, dynamic data delivery at multiple levels</td>
</tr>
<tr>
<td>Data Mining (Emerging 2000s)</td>
<td>Advanced algorithms, multiprocessor computers, massive databases</td>
<td>Prospective, proactive information delivery</td>
</tr>
</tbody>
</table>

Data Mining and Statistics

Statistics play a key role since Data Mining can be used with three main objectives:

⇒ **Explanation**: to explain some event or observed measurement, such as why sales of Toshiba laptops are going down;

⇒ **Confirmatory**: confirming a hypothesis. An insurance company, for example, may want to examine the records of their customers to determine whether two income families are more likely to purchase a health plan than an income families;

⇒ **Exploration**: to analyze the data looking for new relationships and unexpected. A credit card company can analyze its historical records to determine what factors are associated with people who pose a risk to credit.

Besides many data mining uses many statistical tools, there are some main differences between statistics and Data mining pointed out in the paper by Branco, J.A. (2010):
Data Mining and Statistics

i) Most striking difference is the magnitude and complexity of the data analyzed for DM, unlike the statisticians who usually deals with small data sets static, or clean with small amount of defects and other disorders, constituting a sample in order to answer specific questions concerning the population from which the sample was withdrawal.

ii) Cleaning, compression and data transformation operations are essential initial processing in DM but are not generally required in statistical.

iii) Traditional statistics methods are generally not directly applicable to the treatment of major data sets that DM can analyze.

iv) While statistics can be viewed as a process of analyzing relations DM is a process of discovering relationships,

iv) The statistical approach is confirmatory in nature while the DM follows an exploratory approach.

To clarify this distinguishing problem Branco, J.A. (2010) refers to several authors who gave precious contributions, such as Friedman (1998), Hand (1998, 1999a, 1999b), Kuonen (2004) and Zhao and Luan (2006).
Data Mining uses tools from several major fields:
The major statistical techniques used in Data mining are:

**Regression** - data mining within a regression framework will rely on regression analysis, broadly defined, so that there is no necessary commitment a priori to any particular function of the predictors.

**Time Series Analysis** - construction of models that detail the behaviour of the data through mathematical methods.

**Experimental Design** – this technique is a new feature on Data Mining for example in algorithms comparisons.
Data Mining and Statistics

**Clustering** - In this technique data are grouped according to their classification and group belonging, and these groups are built based on the similarity between the elements of this group.

**Classification** - In data mining this technique is applied to the classification of customers, for example, to classify them according to their social level.

**Recognition Patterns** - data items are present together with a some probability. For example a supermarket cart: through it one can extract information for the provision of supermarket products to please consumers by placing products close to each other.
**Statistical Quality Control** - Modern statistical quality control and improvement include all statistical methods (simple and complex) used to improve manufacturing as well as non-manufacturing processes.

**Bayesian Methods** - Bayesian approaches are a fundamentally important DM technique. Given the probability distribution, Bayes classifier can probably achieve the optimal result.
The rule of R GNU project in Statistics is very well known as open source software, freely available, and supported by an international team of specialists in the areas of statistics, computational statistics and computer science. Now-a-days R is also increasingly being recognised as providing a powerful platform for data mining. The Rattle package, http://rattle.togaware.com in R is dedicated to data mining and it is widely used by in industry, by consultants and for the teaching world wide.
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SPSS – Package Clementine

Data Mining and Statistics

Oracle Data Mining (Oracle Corporation 2007)

<table>
<thead>
<tr>
<th>Technique</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td>• Logistic Regression</td>
</tr>
<tr>
<td></td>
<td>• Naive Bayes</td>
</tr>
<tr>
<td></td>
<td>• Support Vector Machine</td>
</tr>
<tr>
<td></td>
<td>• Decision Tree</td>
</tr>
<tr>
<td>Regression</td>
<td>• Multiple Regression</td>
</tr>
<tr>
<td></td>
<td>• Support Vector Machine</td>
</tr>
<tr>
<td>Attribute</td>
<td>• Minimum Description Length</td>
</tr>
<tr>
<td>Importance</td>
<td></td>
</tr>
<tr>
<td>Anomaly</td>
<td>• One-Class Support Vector Machine</td>
</tr>
<tr>
<td>Detection</td>
<td></td>
</tr>
<tr>
<td>Clustering</td>
<td>• Enhanced K-Means</td>
</tr>
<tr>
<td></td>
<td>• Orthogonal Partitioning Clustering</td>
</tr>
<tr>
<td>Association</td>
<td>• Apriori</td>
</tr>
<tr>
<td>Rules</td>
<td></td>
</tr>
<tr>
<td>Feature</td>
<td>• Non-negative Matrix Factorization</td>
</tr>
<tr>
<td>Extraction</td>
<td></td>
</tr>
</tbody>
</table>

Models in Oracle
Data Mining and Statistics

Data Mining with Statistica

Presented by Jennifer Thompson, MS

Introduction to Data Mining
Session 7
Data Cleaning - Missing Data

Subscribe to the Data Mining Video Series at www.statsoft.com/dmsubscribe
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- **Data Mining is ready for application in industry services** and in the business community since it is supported by the following mature technologies: Massive data collection, powerful multiprocessor computers and data mining algorithms, as we can see in Aldana, W.A. (2000).
Service Industry and Data Quality

- The purpose of service industry collections is to provide information on the size, structure and nature of the industry under study. Data collections can have origin in several areas, for example the information on business income and expenses and the employment status.

- Data mining is used for a variety of purposes in private and public services as pointed by Seifert, J.W.(2004). The author mentions that industries such as banking, insurance, pharmacy, medicine and retailing, among others, commonly use this technique to reduce costs, enhance research and increase sales.

Examples:
- Banking and insurance: to detect fraud and assist in risk assessment, like credit scoring
- Pharmacy: using data on chemical compounds and genetic material to help guide research on new treatments
- Medical community: to predict the effectiveness of a procedure or medicine
- Retailers: to analyse the effectiveness of product selection, coupon offers, products purchased together.
- Telephone companies: to assess which customers are likely to remain subscribers.
In the paper by Farzi and Dastjerdi (2010) the authors introduce a method for measuring the data quality based on data mining algorithms.

This algorithm has three steps, which calculates the data quality of transaction.

**Step 1:** Extract association rules, which depend on input transaction and are adapted by the functional dependency.

**Step 2:** Separate compatible and incompatible association rules.

**Step 3:** Calculate the quality of input transaction.
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Service Industry and Data Quality

- Ograjensek (2002) emphasizes that to provide a satisfactory definition of services, some authors (e.g., Mudie and Cottam 1993; Hope and Mühlemann, 1997; Kasper et al., 1999) characterise them with these important features:

  - **Intangibility**: services cannot generally be seen, tasted, felt, heard or smelled before they are bought.
  
  - **Inseparability**: services are produced and consumed at the same time.
  
  - **Variability**: the quality of the same service may vary depending on who provides it as well as when and how it is provided.
  
  - **Perishability**: services cannot be stored for later sales or use; lack of demand cannot be evened out by producing to an inventory.
Quality in Service Industry

- **Quality of a service is the degree to which the bundle of services attributes as a whole satisfies the customer**, Murdick et al. (1990); it involves a comparison between customer expectations (needs, wishes) and the reality (what is really offered).

- According to Juran (1999), quality can be defined as “fitness for use”.

- Whenever a person pays for a service or product the main aim is in getting quality. There are two main reasons why customers must be given quality service:
  
  ⇒ Industry is very competitive and customers have a huge variety of alternatives;
  ⇒ most customers do not complain about meeting problems, they simply go and make business elsewhere.

- In a quality service the special challenge is the need to meet the customer requests while remaining the process economically competitive.
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Quality in Service Industry

- To ensure quality assurance of the companies, there are the shadow shopping companies, who act as the companies quality control laboratories, developing experiments, drawing inference and providing the solutions for improvement. In the case of the service industry the quality assurance service is provided by the various surveys and inspections that are carried out from time to time.

- Modern statistical quality control and improvement include all statistical methods used to improve manufacturing and non-manufacturing processes. In order to improve quality in the service sector it is important to realise that every process generates information that can be used for its improvement.

- Designing quality into products and processes is a top priority and, sophisticated statistical methods such as statistical experimental designs may be more appropriate for attaining better (optimum) values of important quality characteristics of products and processes (Box and Bisgaard, 1987).
Quality in Service Industry

- Ograjensek (2002) presents, among others, the following example to show how experimental methods can also be used in the service sector. The author mentions that factors influencing service quality can be deliberately changed. The effects of changes have to be closely examined to determine how they affected the service or the service delivery process.

- **Example:** On-line retailers are beginning to experiment with the design of their commercial web sites, trying to increase the number of visits and consequently the number of sales. There are examples of companies using their on-line catalogue to test price elasticity of its customers.
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Quality in Service Industry

- Ograjensek (2002) refers to **statistical quality control and to Six-Sigma initiative**, as it is “a program aimed at the near-elimination of defects from every product, process and transaction” (Hoerl, 1998). The author mention that it is a disciplined quantitative approach for improvement of defined indicators (called “metrics”) in all types of business processes.

- **Six-Sigma was initially introduced by Motorola** and widely used in giants such as General Electric and the initiative has a broad business character: quality improvements are seen as ground stones for huge cost savings.

- Sigma (σ) is used by statisticians to measure the variability in any processes. A company’s performance is measured by sigma level of their business processes. Traditionally companies accept three or four sigma performance levels as a norm.

- The Six Sigma is a response to the increasing expectations of customers and the increased complexity of modern products and processes, Trnka, A. (2010).
Considerations and Future Research

- A key challenge for data mining companies in the current century is the creation of real-time algorithms for web mining analysis in this Internet age.

- The classical statistical were developed and prepared to study the small ensembles and it seems to be frequently inappropriate concerning large sets analysis.

- It urges in future modern statistics the creation of appropriate methods, and to continue their development to meet the challenges and new issues that have put large sets.

- It is a fact that data mining is not complete without statistics and statistical techniques need the Data Mining on improving the analysis of large data sets.

- Since Statistics and Data Mining, although distinct, share objectives and methods, our conviction is that the cooperation between specialists from both areas provides an advance more rigorous, more secure and faster.
Considerations and Future Research

- The use of more sophisticated statistical methods can be facilitated by modern user-friendly menu driven statistical software.

- There is the need for professionals with skills required to use experiments successfully. Without knowing the subject matter, the experiment or survey planning and data interpretation are of limited use and very likely will not have the desired impact.

- Academia should play a vital role in these endeavours, particularly in specialist training with these skills.
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